
Abstract: A recent report by Dr. Randall
Ryder evaluated the use of Direct Instruction
(DI) reading programs in 2 school districts in
Wisconsin. In the report, Ryder claimed that
students in 1st, 2nd, and 3rd grade who
received Direct Instruction scored signifi-
cantly lower on several standardized tests of
reading than students who received more
traditional reading instruction. This article
examines the validity of the Ryder report.
Examination of the report revealed that (a)
the quality of implementation of Direct
Instruction is highly suspect; (b) the group
labeled “Direct Instruction” apparently
included numerous students who received an
undefined mix of DI and non-DI reading
instruction; (c) the selection and assignment
of classrooms and students to groups
resulted in DI groups that performed sub-
stantially below the non-DI groups before
the study began; (d) there are numerous
ambiguities and contradictions regarding the
number of students in various groups in each
year of the study; (e) statistical reporting
failed to include basic information such as
degrees of freedom, means, and standard
deviation for some or all analyses; (f)
ANCOVA was assumed to control for system-

atically biased assignment without consider-
ation of the assumptions, limitations, and
interpretive difficulties involved; and (g)
Ryder fails to report results from subtests on
which, in previous reports, the DI group out-
performed the non-DI group by a statistically
significant margin. As a result of these and
other problems, no firm conclusions can be
drawn from Ryder’s report. We conclude that
Ryder’s report should be subjected to an
independent peer review process, and the
results of that process should be publicized
as widely as the report has been.

Dr. Randall Ryder, a reading professor at the

University of Wisconsin–Milwaukee, has

gained notoriety for his report “Results of

Direct Instruction Reading Program

Evaluation Longitudinal Results: First

Through Third Grade 2000-2003” (Ryder,

Sekulski, & Silberg, 2003a). 

Ryder described his research as follows:

This report presents the results of a three-

year study examining the effect of Direct

Instruction on the students’ reading

achievement. Two studies were conducted.

The first was a longitudinal study examined

[sic] the effects of Direct Instruction as stu-

dents proceed from first through third

grade in the Milwaukee Public School

District (MPS) and the Franklin Public

School District (FPS). The second study

examined the effects of Direct Instruction
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on first graders in the Franklin Public

Schools over three successive years. (Ryder

et al., 2003a, p. 18)

Ryder’s conclusions were that Direct

Instruction was less effective than traditional

instruction for teaching reading. Ryder

claimed:

Results on standardized measures of read-

ing achievement revealed:

• Students in first, second, and third grade

receiving Direct Instruction scored sig-

nificantly lower on their overall reading

achievement than students receiving

more traditional forms of reading instruc-

tion. These results were consistent in

urban and suburban schools.

• Students in first, second, and third grade

receiving Direct Instruction scored sig-

nificant [sic] lower on measures of com-

prehension than students receiving more

traditional forms of reading instruction.

• First graders in an urban school district

receiving Direct Instruction scored sig-

nificantly lower on decoding and com-

prehension than students receiving more

traditional forms of reading instruction

and these results were consistent across

three consecutive school years.

• Overall, on measures of reading achieve-

ment students receiving more traditional

forms of reading instruction in urban and

suburban school districts display signifi-

cantly greater gains than students receiv-

ing Direct Instruction. (Ryder et al.,

2003a, p. 4)

Direct Instruction has been a “hot button”

issue for years, and the information in the

University of Wisconsin–Milwaukee press

release announcing the report was quickly

picked up by The Columbus (OH) Dispatch,
Education Week (Manzo, 2004), and the National

Education Association Web site (NEA, n.d.),

which included a word-for-word copy of the

findings described in the University of

Wisconsin–Milwaukee press release.

Given the importance of the issues raised by

the Ryder report, the fact that its conclusions

appear to contradict a great deal of previous

research on the effectiveness of Direct

Instruction (see reviews by Adams &

Engelmann, 1996; American Federation of

Teachers 1998a, 1998b, 1999; Borman, Hewes,

Overman, & Brown, 2002; Herman, 1999),

the fact that the report was apparently

released to the public without prior peer

review, and the widespread publicity that its

conclusions have garnered, a careful evalua-

tion of the report is warranted.

Conceptualization 
and Implementation 
of Direct Instruction
In the literature review of Ryder’s report, he

mentions that many people confuse “direct

instruction” and “Direct Instruction.” Direct

Instruction refers to published curricula devel-

oped by Engelmann and associates, whereas

direct instruction involves a set of teaching

techniques that can be used with any curric-

ula. However, after noting this distinction

Ryder proceeds to ignore the difference and

confuse the two. For example, Ryder states

that “Elements of the direct instruction model

began with Brophy and Everett’s (1974) work

addressing teachers’ behaviors and how they

are related to student performance” (p. 12).

Later, he says, “Following on the work of

Brophy and Evertson. [sic] Rosenshine (1986)

advanced an active teaching method that con-

sisted of presentation in small steps…” (p.

12). It is an interesting history of direct

instruction, but Direct Instruction started in

the 1960s, a decade before Ryder’s history of

direct instruction. 
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One of the most basic requirements of accept-

able research is that the subjects in each treat-

ment group actually receive the prescribed

treatment. Ryder describes his study as,

“examining the effect of Direct Instruction on

the students’ reading achievement” (Ryder et

al., 2003a, p. 18). Given this focus, it would be

reasonable to expect that the students in the

“Direct Instruction condition” would have

received reading instruction exclusively from a

Direct Instruction reading program such as

Reading Mastery (Engelmann & Bruner, 1995)

or Horizons (Engelmann, Engelmann, & Seitz-

Davis, 1997). However, Ryder did not opera-

tionally define the Direct Instruction

treatment and did not assure that the students

in the Direct Instruction condition actually

received Direct Instruction. 

Describing the treatment groups in the

Milwaukee Public Schools, Ryder states, “Of

the three selected MPS schools, one school

used DI-Reading Mastery exclusively for

1_hour [sic] blocks each day. The second

school used a mixed-method approach where

teachers determined the extent to which DI

and other instructional methods were used.

The third selected MPS school, used for the

purpose of comparison, implemented the

Houghton-Mifflin reading series” (p. 18).

However, Ryder did not further explain what a

mixed-DI classroom entailed. Since we do not

know what kind of instruction this mixed-DI

group received, it is difficult to know how to

interpret their results. If we could simply

ignore this group and focus on the DI-only

group and non-DI group, the problem with the

mixed-DI group would not be too serious.

Unfortunately, Ryder never states explicitly

how he handled the mixed-DI group’s data.

His data analysis includes only two groups (DI

and non-DI), and it appears that Ryder com-

bined the mixed-DI and DI-only groups and

referred to the combined group as “DI.” Thus,

the group that supposedly represents the

effects of Direct Instruction in MPS appar-

ently includes numerous students who

received an undefined mix of Direct

Instruction and other reading instruction

methods. The treatment described as Direct

Instruction in FPS is equally unclear. Ryder

states that the Reading Mastery students “were

exposed to additional reading curricula (i.e.,

Guided Reading, Cunningham methods)” (p.

18). Based on this information, it appears that

in neither school district did the “Direct

Instruction group” receive a true Direct

Instruction intervention.

To get clarification on this and other issues, I

attended Dr. Ryder’s American Educational

Research Association (AERA) presentation of

his study (Ryder, 2004). When asked to define

“mixed-DI” and also to differentiate between

the various groups that received some DI along

with other methods, Dr. Ryder was unable to

answer the question. He said that this was how

the schools defined themselves, and he was not

able to clarify the nature of instruction that

these students actually received.

Since the quality of implementation of the

treatment is a crucial contributor to outcomes,

research and evaluation studies are expected

to clearly document evidence that the treat-

ments were carried out as planned. In this

study, such evidence could have included

information on training that Direct Instruction

teachers received and/or direct observations of

their implementation of the programs. Ryder’s

sole statement about teacher preparation and

fidelity of implementation comes in a single

sentence: “All DI teachers, in the selected DI

and Mixed DI/Non-DI schools, had been pre-

viously trained by DI trainers in the use and

implementation of the DI reading program”

(p. 18). There is no further description of the

nature or extent of this training and no data on

the quality of implementation are reported.

Ryder created and administered annual

Teacher Questionnaires, which included sev-

eral questions that could give clues about the

adequacy of training in Direct Instruction.

Relevant items from the 1st-year question-

naire are shown in Table 1. Teachers’
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responses to these items might have provided

some level of information on quality of imple-

mentation. However, Ryder did not report the

results of these items.

At the AERA presentation, Ryder was asked to

elaborate on the quality of training and fidelity

of implementation. He stated that the impli-

cation of poor training and implementation is

the excuse that DI proponents always give if

program results are unfavorable. When asked

how much Reading Mastery training was given

each year, Ryder said “two or three days.” He

did not respond to questions about why he did

not report results of the questionnaire items

that could throw light on this issue. In spite of

Ryder’s characterization of this critical issue as

an excuse, the minimal training provided to

teachers does raise serious questions about the

quality with which Direct Instruction was

implemented. If Ryder is concerned about dis-

missal of his findings based on this “excuse,” a

more productive approach would have been to

take steps to assure high quality implementa-

114 Summer 2004

15. Describe your training in Direct Instruction:

Number of days you were trained ______________________________________________

Name of trainer _____________________________________________________________

16. How well trained are you in Direct Instruction?

(1) no training (2) trained a little (3) moderately trained (4) well-trained

(5) very well-trained

17. How confident are you in your ability to use Direct Instruction?

(1) not confident (2) somewhat confident (3) confident

(4) quite confident (5) very confident

18. Did you experience resistance from district personnel in the implementation of Direct

Instruction?

(1) not at all (2) very little (3) somewhat (4) quite a bit (5) extensively

19. How do you feel about the amount of training you have had?

(1) insufficient (2) somewhat less than adequate (3) adequate

(4) more than adequate (5) plenty

20. Have you been evaluated by a Direct Instruction Trainer or Evaluator? Yes_____ No_____

21. If so, how satisfactory was this experience?

(1) unsatisfactory (2) not very helpful (3) helpful (4) quite helpful (5) very helpful 

Table 1
Items From Ryder’s Questionnaire Relevant to the Quality of Training 

and Implementation of Direct Instruction (based on Ryder et al., 2003a, p. 87)
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tion of the treatment and to document that

quality. This approach would have eliminated

the issue of low quality implementation as a

plausible explanation of his findings. In addi-

tion, this minimal training appears to conflict

with his research proposal to the Wisconsin

Department of Public Instruction (which had

been approved by the University of

Wisconsin’s Institutional Review Board) in

which he stated that he would provide 9 days

of professional development per year.

Additional information on the issue of the

quality of implementation of Direct

Instruction comes from a letter from Sara

Tarver to the editor of Education Week in

response to publication of a summary of

Ryder’s report (Tarver, 2004). Tarver writes:

I offer a unique perspective on [the Ryder

report] because in 1999, SRA/McGraw-Hill,

the publisher of Direct Instruction, asked

me to meet with Mr. Ryder and others to

discuss the study’s design and implementa-

tion prior to its initiation in 2000. After sev-

eral meetings, it became clear to me that

the study, as planned, was flawed in ways

that resulted in an unfair bias against

Direct Instruction. 

The three major flaws were: 

• The faulty conceptualization of Direct

Instruction (which destroyed the

integrity of the Direct Instruction that

was being evaluated); 

• The selection of so-called Direct

Instruction classrooms in which the read-

ing lessons were to be more like whole

language or literature-based instruction

than like real Direct Instruction lessons;

and 

• Grossly inadequate training of teachers

in the purposes and use of Direct

Instruction. 

After several meetings, I became convinced

that Mr. Ryder’s real intent was to provide

so-called “evidence” that could be used to

ridicule Direct Instruction. Otherwise, if he

were a knowledgeable researcher, why would

he propose a study so obviously flawed in

both its design and implementation? (p. 38)

Thus, it appears that the importance of clearly

defining the Direct Instruction treatment,

providing extensive training in Direct

Instruction, and documenting the quality with

which the program is implemented was raised

well in advance of the beginning of this proj-

ect. This makes Ryder’s lack of clarity on

these issues and his characterization of the

question of treatment fidelity as an excuse

even more troubling.

Participants and Groups
The “participants” section of a research or

evaluation report normally provides a clear

explanation of how participants were selected,

the number of participants in each group, and

important characteristics of the participants

such as location and demographics (American

Psychological Association, 2001). Since attri-

tion during the course of a study is considered

to be an important potential source of bias,

the Publication Manual of the American
Psychological Association (American Psychological

Association, 2001) states that researchers

should, “give the total number of subjects and

number assigned to each experimental condi-

tion. If any did not complete the experiment,

state how many and explain why they did not”

(p. 19).

Providing clear information on the number of

students who participated in the study should

be simple and straightforward, but Ryder’s

description is unclear and apparently self-con-

tradictory. Ryder reports the numbers of stu-

dents in his Tables 2a through 2d; these tables

are reproduced in our Table 2.

Journal of Direct Instruction 115

article 7=1.qxd  7/9/2004  10:11 AM  Page 115



116 Summer 2004

Table 2
Ryder Report Tables 2a–2d (Ryder et al., 2003a, p. 19)

Note. The title, Table ?, is copied directly from Ryder’s report. The correct title would be Table 2d.

Table 2a, N per Year, (Students that were tested per grade per year)

Year 2000-01 (1st grade) 2001-02 (2nd grade) 2002-03 (3rd grade)

Instruction DI Non-DI DI Non-DI DI Non-DI

MPS 97 19 136 85 130 78

FPS 17 91 77 87 0 39

Table ?, Total N per Year First Grade Groups

Year 2000-01 2001-02 2002-03

Instruction DI Non-DI DI Non-DI DI Non-DI

FPS 17 89 74 0 22 95

Table 2b, Student Attrition, (Number of students who matched per year)

Year
2000-01

Sample

Matched

Students from

2000-01 to 

2001-02

Number of

Students Lost

from 2000-01

Total

Number of

Matched

Students from

2000-01 to

2002-03

Total

Number of

Students Lost

from 2000-01

through 

2002-03

MPS 116 70 46 52 64

FPS 108 98 10 34 74

Table 2c, Number of Students each Year per Instruction (2000-2003)

(Students that maintained participant status in study)

District

DI 

00-03

Yrs

1- 3

NonDI

00-03

Yrs 1-3

DI

Years 

1 & 2

NonDI

Years 

1 & 2

DI

Years 

2 & 3

NonDI

Years 

2 & 3

DI

Years 

1 & 3

NonDI

Years 

1 & 3

Totals

MPS 42 7 0 0 0 0 0 0 49

FPS 3 13 0 3 5 0 5 3 32

Totals 45 20 0 3 5 0 5 3 81
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Ryder described this study as longitudinal, imply-

ing that a group of students would be followed

across a period of time. However, his Table 2a

reports that more students were tested in

2001–02 (second grade) than were tested in

2000–01 (first grade). For example, the table

states that 97 DI students were tested in first

grade in the Milwaukee Public School District

(MPS), and 130 DI students were tested in

second grade in that district. It is not clear how

a longitudinal study (i.e., one that tracks a

group of students across time) can have more

students in the 2nd year than in the 1st year.

Ryder’s Table 2a also shows zero DI students

in the Franklin Public School District (FPS) in

2002–03 (third grade). If this is accurate,

there should, of course, be no results for third-

grade DI students in FPS and no complete

longitudinal results (first through third grade)

in that district. However, as we will discuss in

our section on data analysis, Ryder reports out-

comes for third-grade DI students in FPS. In

addition, his Table 2c reports that three FPS

DI students were continuous participants from

Year 1 through Year 3. In his Table 2b Ryder

reports that the “total number of matched stu-

dents from 2001-01 to 2002-03” (p. 19) (this

combines DI and non-DI) in MPS is 52 and in

FPS is 34. However, in Table 2c he states that

MPS had 49 continuous participants across

Years 1 through 3 (42 DI and 7 non-DI) and

FPS had 16 (3 DI and 13 non-DI). This

appears to be a contradiction.

In his Table 2a Ryder reports 91 FPS non-DI

students in the first grade during the 2000–01

school year; however, in Table 2d he reports 89

FPS non-DI students in first grade during that

year. These errors in tabulating and reporting

the number of students may not seem earth-

shaking in and of themselves; however, these

errors in the simplest aspect of data analysis

raise questions regarding the accuracy of

aspects of data analysis that are more complex

and we cannot check so readily. 

Ryder does not provide reasons for the

unusual aspects of these tables. For example,

he does not note the fact that zero students

are listed in Table 2a for the third grade FPS

DI group, and he does not offer an explana-

tion. Similarly, he does not explain why in

Table 2d there are zero non-DI students in

2001–02, nor does he explain why there were

74 DI students in 2001–02 but only 39 in the

other 2 years combined.

A fundamental issue regarding participants

and grouping is whether the groups were com-

parable before the initiation of the interven-

tion. Random assignment of participants to

treatments is the gold standard for creating

groups; however, in many applied evaluation

settings, random assignment is not practical.

Nonrandom assignment of intact groups (e.g.,

classrooms or schools) to treatments is a lesser

alternative that can provide reasonable control

under some circumstances. When nonran-

domly constituted intact groups are used,

great care must be taken to assure that the

processes of selection and assignment of these

groups do not introduce biases, and these

processes must be clearly described so that

readers can evaluate the adequacy of the

methods. Further, the research must provide

specific evidence that before the interven-

tions were implemented, the groups were

comparable in terms of achievement and

other characteristics that may impact their

future rate of learning. 

Ryder used intact groups in his longitudinal

evaluation; however, he does not provide a

description of how these groups were selected.

His most detailed description of the selection

process is, “the schools participating in the

three-year longitudinal study were selected

from urban and suburban school districts” (p.

18). The report does not state how particular

schools were selected for inclusion. We do not

know, for example, whether the non-DI

schools were among the highest achieving,

lowest achieving, or typically achieving schools

in their districts. In addition to this lack of
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information on the process of assignment,

Ryder does not report achievement at these

schools in the years before the treatments

were initiated. This information could have

provided evidence regarding the overall com-

parability of the schools.

Ryder does provide demographic information

on the participating classrooms. He states,

“Demographic information of the classrooms

from the first and second year of the study is

illustrated in Appendices 1a and 1b” (p. 18).

These appendices are reproduced in our

Tables 3 and 4. His Appendix 1a (see Table 3)

supports the claim that the classrooms within
each school district are broadly comparable in

terms of ethnicity and percent of students eli-

gible for free or reduced-cost lunch. Appendix

1b (see Table 4), however, does not provide

any demographic information. It merely

reports the grade levels, numbers of students

in each classroom, and number of students
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Table 3
Ryder Report Appendix 1a (Ryder et al., 2003a, p. 74)

Appendix 1a.

First Year 2000-01

Demographic Data for Classrooms

Class-

room

Students

Enrolled

Students

with

Valid

Tests

Ethnicity
% of

Students
Eligible
for Free

or
Reduced
Lunch

African

American
Asian White Other

Not

Identi-

fied

MPS 1

(DI)

1111

1112

1113

1114

1115

19

19

20

17

20

15

15

13

16

10

15

15

13

15

4

1

6

100

100

92

94

100

MPS 2

(DI)

1211

1212

1213

23

23

16

14

3

11

14

3

11

100

100

100

MPS 3
1321

1322

18

18

8

11

8

10 1

100

100

Franklin 1

(partial

DI)

2111

2112

2113

20

19

20

18

18

19

2

1

1 3

16

15

15

2

11

11

5

Franklin 2

2221

2222

2223

16

20

20

15

20

18

3

4

1 11

16

18

13

10

5

Totals 308 224 119 4 91 2 8
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with valid tests, omitting any information on

demographic variables. In addition, the num-

bers of students with valid tests given in

Appendix 1b do not match the numbers listed

in Tables 2a and 2d for either district. For

example, Appendix 1b shows a total of 70

MPS second-grade students with valid tests

(out of 230 students enrolled in those class-

rooms) in the 2nd year of the study, but Table

2a shows a total of 221 “students that were

tested” as second graders in MPS. If Ryder’s

phrase “students that were tested” meant

“students with valid test scores,” then there is

a very large discrepancy in the numbers (70
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Table 4
Ryder Report Appendix 1b (Ryder et al., 2003a, p. 75)

Appendix 1b.

Second Year 2001-02

Demographic Data for Classrooms

School Classroom Grade
Students 

Enrolled

Students with

Valid Tests

MPS 1

(DI)

1116

1117

1119

1118

1110

2nd

2nd

2nd

2nd

2nd

16

13

16

16

21

8

6

8

9

11

MPS 2

(Mixed DI/

Non-DI)

1213

1214

1215

2nd

2nd

2nd

26

20

12

5

7

5

MPS 3 

(Non-DI)

1325

1323

1324

1327

1326

2nd

2nd

2nd

2nd

2nd

17

19

19

19

17

1

3

5

0

2

FPS 1

(Non-DI)

2225

2226

2224

2nd

2nd

2nd

16

16

16

16

15

16

FPS 2

(Mixed DI/

Non-DI)

2116

2115

2114

2nd

2nd

2nd

19

20

19

15

18

18

FPS 3 (DI)
2411

2412

1st

1st

18

19

16

16

FPS 4 (DI)
2311

2312

1st

1st

21

22

21

22
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versus 221); if the phrase did not imply that

these students had valid test scores that were

included in the analysis, then the column

heading in Table 2a is extremely misleading.

Appendix 1a (and Table 2e) shows the vast

demographic differences between the two dis-

tricts: The MPS schools serve large numbers

of African-American students from low-income

families, and the FPS schools serve a mostly

white population with relatively few low-

income families. If students in the DI and

non-DI treatments were drawn from the two

districts in approximately equal numbers, then

this contrast between the districts would pro-

vide for a valuable opportunity to examine the

effects of DI in districts with differing demo-

graphics. However, participants in the two

groups were not drawn from the districts in

approximately equal numbers. For example,

Table 2a indicates that in the 1st year (which,

in a longitudinal study provides the basis for

all subsequent years’ sample), approximately

85% of the DI group was drawn from the

urban district, but only 17% of the non-DI

group came from that district. This, along with

the demographic data provided in Appendix 1a

(and Table 2e), is direct evidence that the DI

and non-DI groups were not demographically

comparable; in fact, they were extremely differ-

ent in terms of demographics.

The FPS first-grade study was conducted

exclusively in FPS. This eliminates the prob-

lem of disproportionality across the two dis-

tricts. However, in the second study the

students who participated in the DI and non-

DI groups were not selected for comparability;

instead, the DI students were assigned to the DI
group based on the fact that they were struggling with
reading. Ryder describes this selection process:

“The first grade teachers within these class-

rooms utilized DI and Non-DI methods of

instruction for reading, with lower-ability read-

ers receiving both DI and Non-DI methods

and higher-ability readers just receiving Non-

DI methods” (p. 18). It is not clear whether

the higher ability readers constituted the non-

DI group or whether this group was drawn

from other classrooms, but it is very clear that

the participants in the DI group were selected

for low performance, and the participants in

the non-DI group were not selected in a simi-

lar manner. 

Thus, the selection and assignment of stu-

dents to groups appears to be strongly biased

in both studies. In the longitudinal study, DI

groups appear to be made up of a dispropor-

tional number of students from the urban dis-

trict which, based on demographics, would be

expected to produce lower test scores. And in

the FPS first-grade study, students were

assigned to DI based on the fact that they

were identified by teachers as showing lower

reading ability, with no apparent attempt to

identify a comparable non-DI group.

Appendices 1a and 1b raise further questions

about the samples of students whose test

scores were analyzed. Appendix 1a shows that

across all the classrooms, only 73% of the stu-

dents enrolled had valid tests; in MPS only

63% of the enrolled students had valid tests,

and in one classroom only 13% (3 of 23) of the

enrolled students had valid tests. These high

proportions of missing tests constitute a level

of selection of participants. We do not know

whether this selection creates a bias in the

samples because Ryder does not mention the

issue of missing tests and does not discuss the

reasons for the large differences between num-

bers of students enrolled and numbers of stu-

dents with valid tests. Appendix 1b shows

even higher proportions of missing tests. One

classroom of 19 students yielded no valid

tests, and over one third (5 of 13) of the MPS

classrooms had less than 20% valid tests. One

contributor to this low yield of valid tests in

the 2nd year may be the fact that Ryder was

tracking only those students who had valid

tests from the 1st year. However, Ryder does

not suggest this explanation, much less explain

how much of the discrepancy is a result of

attrition, nor does this explanation correspond

very well with the numbers in Table 2a.
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Statistical Analysis
The first and most basic question regarding

data analysis is what data were analyzed. The

answer to this question is not at all obvious. As

we have mentioned above, Ryder does not state

whether the mixed-DI groups were combined

with DI groups in the longitudinal analyses,

although this seems to be the case. Further,

Ryder’s tables do not provide a clear indication

of how many students were actually included in

the analyses. Some of these uncertainties could

be clarified somewhat by examining the n or

degrees of freedom associated with the descrip-

tive and inferential statistics that are reported

in the analysis; however, Ryder gives neither n
nor degrees of freedom for any of his descriptive

or inferential statistics. 

A preliminary step in most analyses of longitu-

dinal data is to examine the pretest scores.

Ryder, however, does not report any descrip-

tive statistics (e.g., means or standard devia-

tions) on pretest scores for the longitudinal

study. As a result, we cannot know how the

problems with selection are reflected in partic-

ipants’ reading skills immediately before the

study began.

Ryder does report pretest means for the FPS

first-grade study. As an example, the data from

Ryder’s Graph 5, which reports reading com-

posite scores from the Gates-MacGinitie test,

are reproduced in Table 5. The pretest means

confirm that the DI group entered the study

with lower reading skills than the non-DI

group. In the 1st year (2000–01) the discrep-

ancy between the DI and non-DI groups was

approximately 48 points, and in the 3rd year

(2002–03) the difference was approximately

63 points. We cannot compute an effect size to

put these differences in better perspective

because Ryder does not report standard devia-

tions for these results (or any other results in

the report). However, we can put the magni-

tude of the differences in context by noting

that the non-DI group gained about 70 points

across the 2000–01 school year and 47 points

during the 2002–03 school year. Thus, the ini-

tial difference between the DI and non-DI

groups appears to be roughly equivalent to a

year’s growth. 

Table 5 also shows two unexplained anom-

alies in the pretest scores for the DI group.

In the 1st and 3rd years, the pretest scores

are remarkably similar (327.5 and 327.48).

These means may even be exactly the same

and differ only in how they were rounded.

This may suggest an error in analysis and/or

reporting of the results. The second issue is

that the 2nd year pretest mean (373) is sub-
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2000-01 2001-02 2002-03

Pre Post Gain Pre Post Gain Pre Post Gain

DI 327.51 408.41 80.91 373.34 411.82 38.48 327.48 3841 56.52

Non-DI 375.18 444.79 69.61 390.07 436.87 46.8

Difference 47.68 36.38 62.59 52.87

1 Ryder does not explain whether these values are rounded or whether trailing zeros have been dropped.

Table 5
Pretest, Posttest, and Gain Scores for First Graders in FPS 

(based on Ryder et al., 2003a, p. 30, Graph 5)
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stantially different from those from the 1st

and 3rd years. In fact, this pretest score is

quite similar to the non-DI groups in the 1st

and 3rd years. Recall that the FPS first-grade

groups, unlike the non-DI groups, were made

up exclusively of lower performing students.

It is difficult to reconcile Ryder’s statements

about the selection of this group with the

pattern of pretest results. This suggests that

the sampling and assignment procedures

were different in Year 2 than in the other

years; however, Ryder gives no explanation of

this in the report. As a result, we know that

the DI group was different in the 2nd year,

but we know very little about the sampling

and assignment in this year, and this is the

year that provides 65% of the DI data for this

FPS first-grade study.

For the longitudinal study, Ryder reports

Gates-MacGinitie total scores and compre-

hension scores. As an example of his results,

Table 6 reproduces the data from Ryder’s

Graph 4, in which he reports results for the

comprehension section of the Gates-

MacGinitie test. One point to note from this

table is that the FPS DI group is shown to

have a score of 25.1 in the third grade; how-

ever, in his Table 2a Ryder reports zero stu-

dents in this group. No explanation of this

apparent anomaly is given in the report.

As we have noted above, in both of the studies

the DI and non-DI groups were substantially

different in terms of expected achievement

levels. In the longitudinal study this is a result

of the DI group being drawn disproportion-

ately from the urban school district. In the

FPS first-grade study, this difference is a

result of systematic selection of lower per-

forming students and placement of these stu-

dents in the DI group. Thus, the initial

differences between groups are not a result of

the fact that classrooms that appear to be gen-

erally similar may have subtle differences.

Instead, they are the result of obvious and sys-

tematic processes that will clearly lead to non-

comparable groups. Ryder uses the analysis of

covariance (ANCOVA) to attempt to adjust for

these differences. This use of ANCOVA is

Ryder’s only method for dealing with the vast

differences between groups. 

The use of ANCOVA to “equate” intact

groups that differ as a result of nonrandom

processes has been discussed extensively by

statisticians and is covered in statistics text-

books. For example, Stevens (1999) writes:

It should be noted that some researchers

(Anderson, 1963; Lord, 1969) have argued

strongly against using analysis of covariance

with intact groups. Although we do not take

this position, it is important that the reader
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First Grade Second Grade Third Grade

MPS Non-DI 3.1818 -6.5455 3.1818

MPS DI -24.7778 -30.1944 -29.5556

FPS Non-DI 35.6667 14.1667 24.875

FPS DI 44.3 24.4 25.1

Table 6
Ryder’s Adjusted Posttest Scores (Estimated Marginal Means) 

From the Longitudinal Study (based on Ryder et al., 2003a, p. 26, Graph 4)
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be aware of several limitations and/or possi-

ble dangers when using ANCOVA with

intact groups. First, even the use of several

covariates will not equate intact groups, and

one should never be deluded into thinking

it can. The groups may still differ on some

unknown important variable(s)….Third,

the assumptions of linearity and homogene-

ity of regression slopes need to be satisfied

for ANCOVA to be appropriate….A fourth

issue that can confound the interpretation

of results is differential growth of subjects

in intact or self-selected groups on some

dependent variable….A fifth problem is

that of measurement error….In non-ran-

domized studies measurement error can

seriously bias the treatment effect. (pp.

322–323)

Virtually all textbooks echo this need for cau-

tion in the application and interpretation of

ANCOVA. Howell (2002) states, “Anyone

using covariance analysis, however, must think

carefully about her data and the practical

validity of the conclusions she draws” (p. 637).

Several authors make the point that the

potential problems with ANCOVA increase

when the groups are substantially different at

the outset. Pedhazur and Schmelkin (1991)

comment, “The farther apart the two groups

are on the initial measure, the potentially

more severe the interpretive difficulties” (pp.

291–292). Glass and Hopkins (1996) state,

“When groups differ widely on some con-

founding variable X, these differences imply

that the interpretation of an adjusted analysis

is speculative rather than definitive” (p. 606).

All of these authors (and those of virtually all

statistical textbooks) make the point that to

use ANCOVA correctly, the analyst must

check whether the data meet the assumptions

of the procedure and carefully consider

whether it is actually performing appropriately. 

Ryder provides a basic description of the fact

that ANCOVA adjusts group means based on

scores on the covariate (pretest); however, he

does not mention any of the assumptions, limi-

tations, or potential interpretive problems asso-

ciated with the procedure. He does not give

any indication that he has tested any of the

assumptions or even considered these issues.

Considering the fact that virtually all of his

data analysis and all of his conclusions regard-

ing the effects of DI on student achievement

depend on the application of ANCOVA to

groups that systematically differ by large mar-

gins on pretests, it is shocking that he is so

cavalier in his use of this procedure.

We cannot test the assumptions of ANCOVA

from the results available from the report;

however, we can gain some insight into

whether the groups have been properly

adjusted for some of the differences that are

known to exist. The main source of differ-

ences between groups in the longitudinal

study is the disproportionate sampling from

the two school districts. If the ANCOVAs suc-

cessfully adjusted group means in such a way

that the differences between students in the

two districts were eliminated (leaving only

the treatment as a potential cause of differ-

ences between groups), then we would expect

that results from the two districts would be

similar. However, Ryder’s results indicate sta-

tistically significant differences between dis-

tricts even after use of ANCOVA to adjust for

pretest differences. This difference can be

seen in his Graph 4 (our Table 6) which pro-

vides group means that have been adjusted by

ANCOVA. The two FPS groups score well

above the two MPS groups even after adjust-

ment. This demonstrates that ANCOVA has

not eliminated the differences between dis-

tricts and therefore has not compensated for the
unequal assignment of students to groups. The same

pattern is evident in results for Gates-

MacGinitie total scores.

Table 6 clearly illustrates the problem with

unequal sampling from the two districts. Since

both FPS groups scored higher than both of

the MPS groups (even after ANCOVA adjust-

ment), a treatment group with a higher pro-

portion of FPS students will tend to have a
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higher mean than a treatment group with a

lower proportion of FPS students. Thus, by

mixing samples with different proportions of

students from the two districts, we could

obtain any desired outcome including one

directly opposite of that which Ryder

obtained. In this light, the fact that the DI

group was initially constituted with 85% of its

students from MPS, while the non-DI group

drew only 17% of its students from MPS,

looms large.

Unfortunately, we cannot make a similar exam-

ination of the results from the second study

because it includes only one district. Ryder

does not discuss how the hugely different

numbers of participants in the two groups (see

his Table 2d), combined with systematic dif-

ferences in achievement level, might affect

ANCOVA results. Further, Ryder does not dis-

cuss how the ANCOVA might be impacted by

the fact that 65% of the DI students partici-

pated in 2001–02 and that no non-DI students

were tested in that year.

Information 
From Other Sources
In the Method section, Ryder indicates that

the Word Decoding and/or Word Knowledge

subtests of the Gates-MacGinitie were admin-

istered to students at all grade levels; however,

he does not report results for these subtests in

this report, and he gives no explanation for

their absence. He did report results for these

subtests in his Year 2 report (interestingly,

Ryder reports degrees of freedom, means, and

standard deviations in this earlier report):

A statistically significant effect of Direct

Instruction on the change in decoding sub-

test scores from 2001 to 2002 was found

for students in FPS (F(1,94)=4.92,

p=.0290), suggesting that Direct

Instruction (M=57.07, SD=25.30) leads

to a greater understanding of letter-sound

correspondences than other reading

instructional methods (M=35.21,

SD=36.71). It should be noted, however,

that 15 out of the 82 students not receiv-

ing Direct Instruction demonstrated a

decrement in their 2002 decoding scores

when compared to their 2001 decoding

scores. Removal of these 15 cases from the

data results in the effect of Direct

Instruction on change in decoding scores

as no longer statistically significant

(F(1,79)=1.45, p=.2322). There was no

statistically significant effect of Direct

Instruction on the decoding scores from

2001 to 2002 for students in MPS

(F(1,67)=0.13, p=.7204). (Ryder,

Sekulski, & Silberg, 2003b, p. 27)

There was no mention of test administration

problems in the Year 1 report; those tests were

not removed at that time. Nor does the decre-

ment necessarily reflect incorrect results.

Since these scores are relative to test norms, a

decrement merely means that the students

did not keep pace with the rate of growth seen

in the test’s norm group. Thus, it is not clear

that there was a legitimate rationale for drop-

ping these cases. It was only after Ryder con-

ducted his statistical analysis for Year 2 and

found that the DI Group had statistically sig-

nificantly higher scores, that he decided to

remove the data. Subsequently, Ryder did not

even report results from this subtest.

In order to get another look at reading per-

formance at these schools, we accessed the

Wisconsin Department of Instruction Web

site. This site reports performance of third

graders on the Wisconsin Reading

Comprehension Test for all public schools in

Wisconsin. Results from the three MPS

schools that participated in Ryder’s evaluation

are shown in Table 7 (Wisconsin Department

of Instruction, n.d.). FPS scores are not shown

because no FPS schools maintained a DI pro-

gram through third grade. These data suggest

that the DI school had far more students in

the advanced category and far fewer in the mini-
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mal and basic categories than did the mixed-DI

and non-DI schools. These results must be

considered with some caution because, as with

Ryder’s data, questions can be raised regarding

the percentage of students not tested. Further,

these data are based on different samples than

Ryder’s and a different test of reading.

Nonetheless, these results strongly suggest

that Ryder’s results are not the only results

that can be derived from comparisons of these

schools. Given the problems and uncertainties

with Ryder’s methods and analysis, this alter-

native dataset is particularly instructive. 

Conclusions
The University of Wisconsin–Milwaukee’s

(2004) press-release title was unambiguous:

“Study: Direct Instruction Not Best Way to

Teach Reading.” This headline was followed

by the first sentence, “A three-year study of

methods of teaching reading shows that highly

scripted, teacher-directed methods of teaching

reading were not as effective as traditional

methods that allowed a more flexible

approach” (para. 1). Our analysis of Dr.

Randall Ryder’s report suggests that these

conclusions are unwarranted and, as a result of

severe problems with methods, data analysis,

and reporting, no firm conclusions can be

drawn from this report. To summarize the

main problems

1. The quality of implementation of the DI

treatment is highly suspect. The amount

and nature of training in DI is not reported,

and from what can be inferred, it appears to

have been minimal. At least one consultant

quit the project because of minimal training

that was being offered. No data are

reported on fidelity of implementation of

the treatment, and though survey questions

that could throw light on this question were

administered, results from these questions

are not reported. Thus, we do not know the

degree to which DI methods were actually

used in the DI classrooms.

2. Results from a mixed-DI treatment, a treat-

ment that is ill-defined but is clearly not a

pure DI model, appear to have been com-

bined with results from the DI group, and

the number of subjects exposed to DI ver-

sus mixed-DI is not clear. Thus, in the data

analysis the results attributed to DI appear

to actually represent a combination of DI

and mixed-DI treatments, and there is no

way to know how much of the effects are

due to each of these treatments. In addi-

tion, all conclusions regarding DI appear to

conflate the two treatments.

3. The assignment of participants to groups is

clearly and explicitly biased against the DI

group. In the longitudinal study, the DI
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Proficiency Level

Group School Not Tested Minimal Basic Proficient Advanced

DI Clarke St. 13.3% 3.3% 16.7% 48.3% 18.3%

Mixed-DI Franklin 2.7% 16.2% 29.7% 48.6% 2.7%

Non-DI Hopkins St. 2.4% 28.0% 26.8% 39.0% 3.7%

Table 7
Wisconsin Reading Comprehension Test Results From the Three MPS Schools 

Involved in Ryder’s Evaluation

article 7=1.qxd  7/9/2004  10:11 AM  Page 125



group was drawn disproportionately from an

urban school district, and the non-DI group

was drawn disproportionately from a subur-

ban district. In the study of first-grade

achievement in FPS, students were assigned

to the DI group only if their teachers identi-

fied them as lower performing, and the

remaining students appear to have been

assigned to the non-DI group. Therefore,

biased selection appears to be a very plausi-

ble threat to the validity of conclusions.

4. There are numerous ambiguities and con-

tradictions in reporting the number of par-

ticipants in each treatment and across the

3 years of the study. Thus, it is not clear

how many participants contributed to each

analysis. Further, although Ryder repeat-

edly describes one of the studies as longi-

tudinal, it is not clear whether the

individual participants in the study were

tracked across the 3 years. In addition, con-

tradictions regarding the number of partici-

pants raise questions about the care and

precision with which other aspects of the

data were handled.

5. In many of the analyses, pretest and/or

posttest means were not reported. Basic

descriptive statistics such as n, standard

deviations, and effect sizes were not

reported for any of the analyses. Thus, the

reader cannot independently check many of

the analyses, and there is no report of the

magnitude of differences between groups

on either pretest or posttests.

6. ANCOVA was invoked to statistically con-

trol for the systematically biased selection

and assignment of participants; however,

there was no discussion of the assumptions,

limitations, and potential interpretive diffi-

culties with this technique. None of the

assumptions of ANCOVA were tested for

plausibility. Therefore, we do not know

whether ANCOVA was a valid analytic tech-

nique for these data. Inferences from

reported results suggest that ANCOVA did

not adequately control for the large initial

differences between groups. 

7. Ryder gives no explanation for failing to

report results of a subtest of the Gates-

MacGinitie on which the DI group outper-

formed the non-DI group by a statistically

significant margin. 

One might wonder how a report with so many

serious flaws could be published and taken

seriously by the educational community. This

research was not reported in a peer-reviewed

journal; it was merely released at a press con-

ference and with no apparent prior peer

review. The release of the report circumvented

a critical aspect of the scientific process—

scrutiny of other researchers in the field. The

process of peer review is designed to safeguard

against poor quality research and faulty conclu-

sions being represented as legitimate scientific

products. In bypassing the peer review

process, Ryder and others responsible for the

report have done the educational community a

disservice by releasing potentially misleading

information and unwarranted conclusions in

the guise of scientific research.

Unfortunately, the release of the report cannot

be undone and its impact cannot be reversed.

However, unless some sort of systematic peer

review takes place, the conclusions of the

report will continue to be believed by many

who have not examined their basis. For this

reason, I recommend that officials from the

Wisconsin legislature, officials from the

University of Wisconsin–Milwaukee, educa-

tional researchers, and others concerned that

educational practices be built upon a firm

foundation of high-quality research, call for an

independent review of Ryder’s report by a

team of qualified educational researchers.

Such a review could be conducted under the

auspices of the AERA. We suggest that the

individuals and institutions responsible for the

Ryder report and the distribution of its claims

should assure that the results of this peer
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review receive publicity equal to that which

has been generated for the report.
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Editor’s Note:
We recognize the stylistic inconsistencies that

exist within this article. In the preparation of

the article we followed two principles: (a) to

adhere to the stylistic guidelines set forth in

the American Psychological Association’s (APA;

2001) Publication Manual of the American
Psychological Association 5th Edition, and (b) to

print all quoted material verbatim even if the

quoted material does not conform to APA

style. Thus, there are some inconsistencies in

some aspects of style.
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